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Scenario

• The first time
online tax
lodgement
service is
integrated
with medical
cost systems

• Assess
performance
of a new, high
profile e-
government
services



                           

3

Phase

Phases

Models

Requirement Design Development Testing Deployment Operation Evolution

Workload Models

Performance Models

Accuracy, Complexity and Cost of Modeling Process

Performance testing and Performance testing and 

capacity planningcapacity planning

carried out at individual carried out at individual 

governmentgovernment agencies agencies

e-PASAe-PASA
ApproachApproach

e-PASA Approach : e-government Performance Assessment for Service Architectures
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3. Forecast
workload evolution

2. Characterize the
workload

Capacity Planning Process

1. Understand the
Service architecture

Performance
model

Workload
model

4. Develop
performance model

5. Obtain model
parameters

6. Calibrate and
validate models

7. Predict service
performance

8. Analyze cost-
performance

tradeoffs

Business models
and measurable

goals
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Challenges

• Complexity of service architecture
• Complexity of the Web service scenarios
• Compositional performance assessment

– Each Government agency was only able to test the various
components of the new service in isolation but not the
integrated end-to-end service

• Difficulties in performance measurement
– differences between the test environment and the production

systems
– Operation of some parts of the system is outsourced
– discrepancies in measurement and estimation from different

sources
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Approach

• Complexity of
service
architecture

• Complexity of
the Web
service
scenarios

• Compositional
performance
assessment

• Difficulties in
performance
measurement

• Determine the
abstraction level

• Workload
characterization

• Layered Modeling
approach

• Use approximation
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Understand the Service Architecture

Internet

e-Tax end user

e-Tax services

e-Tax 

local DB

DB2

Transaction processing

operator

ICON

Web services

(app. server  cluster)

e-TaxEnd user

DBMS

DBMS

e-Tax 

local DBe-Tax 

local DB

Medical Tax Statement Retrieval service

Incoming request
e-Tax Service

delay–D1

Incoming
request ICON
delay — D2

Iterative process of identifying performance
critical architecture components and
communications

Web service
delay — D3

Transaction
processing
delay — D4

DB transaction
delay — D5

Outgoing
response ICON

delay — D6

Outgoing
response

e-Tax Service
delay–D7
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Understanding the Web Service Workload (1/2)
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Understanding the Web Service Workload (2/2)

Investigate pr oblem

Forward details to 

HIC Suppor t

Yes

Resolve problem

No

Infor m Taxpayer  of 

r esolution

HIC- related?

Request Financial 

Statement

Proceed?

Submit Details

No

Yes

Re-submit?

Assistance 

r equir ed?

Contact e- tax Help 

Desk

Display message 

to Taxpayer

Forward r equest to 

M edicar e Austr laia

Request Customer  

Details

Validate Details on 

Inter face

Yes
Details Valid

Display message to 

Taxpayer

No

Display financial tax 

statement

Populated

Return message to 

e-tax system

Retr ieve group 

member  list

Request financial 

statement data

Pass financial 

statement to e-tax

Validate Details and 

M atch Record

Yes

Return Er ror 

message

Retr ieve financial 

statement data

Pass financial 

statement to HETI

No

Yes

No

No

Yes

No

Yes

HIC M ainframeHETI Syst eme-Tax systemTaxpayerATO P1

P2

P3
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Characterize the Workload

• We need to characterize the workload that drives the
runtime behavior of the system

• Understand workload pattern
– Characterize navigational patterns within sessions
– Characterize the rate at which different types of sessions start

Workload characterization is based on the transaction mix
pattern ( group into 5 classes of workload)
• Transactions that return MTS
• Transactions that only return messages without MTS

•Errors of user inputs, eg mismatched card numbers or
other details
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Devising Baseline Model

Sessions from

e-Tax system
dedicated

network

Application Server Cluster

DB servers

m

Proxy

Mainframe transaction

processing

m

• 4 layers: sessions from the tax office, dedicated network, application
servers, database servers and transaction processing systems

• a delay queue  is introduced for proxy and load-balancing
• Multi classes of workload
• Mixed type of server (resource center) behaviors
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Refining Baseline Model : Decomposition

Sessions from

ATO e-Tax
dedicated

network

Application Server Cluster

DB servers

m

Proxy

Mainframe transaction

processing

m

Scenarios (i.e. 5
classes of
workload)

Component
(QNM equivalent

server)

Container
(software hosting

the computing) Host
(physical

deployment)
Service demand
(e.g. CPU, Disk,

Network demand)

Workload mix
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Model Transformation and Solution

The model is presented in XML format
The model is iteratively solved using approximate MVA
algorithms
Simplex algorithm is applied to find optimal configurations
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Validate the Baseline Model

Request Distribution in Hour (01/07/2006-19/07/2006)
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Peak workload
356 requests in
an hour at 8pm

July 17 2006
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Throughput Under Different Workload Levels

0.09

0.47

0.93

1.83

2.69

3.09

3.46

3.79

4.07

2.27

1.38

0

1

2

3

4

5

0 5 10 15 20 25 30 35 40 45 50 55

Number of concurrent requests

T
h

ro
u

g
h

p
u

t 
(r

e
q

u
e

s
ts

/s
e

c
o

n
d

)

baseline arrival rate

0.09

0.47

0.93

1.83

2.69

3.09

3.46

3.79

4.07

0.09

0.46

0.86

1.21

1.50

1.75

1.97

2.16

2.33
2.48

2.61

2.27

1.38

0

1

2

3

4

5

0 5 10 15 20 25 30 35 40 45 50 55

Number of concurrent requests

T
h

ro
u

g
h

p
u

t 
(r

e
q

u
e

s
ts

/s
e

c
o

n
d

)

baseline arrival rate

estimated arrival rate

Validated by
measurements from the
production mode.



                           

16

0.09

0.47

0.93

1.83

2.69

3.09

3.46

3.79

4.07

0.09

0.46

0.86

1.21

1.50

1.75

1.97

2.16

2.33
2.48

2.61

2.27

1.38

0

1

2

3

4

5

0 5 10 15 20 25 30 35 40 45 50 55

Number of concurrent requests

T
h

ro
u

g
h

p
u

t 
(r

e
q

u
e

s
ts

/s
e

c
o

n
d

)

baseline arrival rate

estimated arrival rate

How to Interpret the Results?

Arrival rates

If the arrival rate falls within the shade
area, we can estimate approximately:
e-Tax MTS system can handle 9,400 to
14,600 requests per hour.
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What-if Analysis : transaction ratio for user
input with errors doubled
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Lessons Learnt

• Prediction
– Limited model validation opportunities
– Work with coarse-grained data
– Work with incomplete measurement data
– Work with limited architecture visibility

• Measurement
– A flexible test data generation tool is required
– A high degree of measurement and prediction integration is

required
– A distributed unified measurement utility is required
– Time series data is essential for interpreting results
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Conclusion

• The performance evaluation results were later verified
and inline with observations from the production system.

• Approximate modeling solutions with simplified
assumptions can produce help setup baseline models.

• The success of this project leads to further collaboration
with other government agencies

• Ongoing research is under the NICTA eGovernment
Project
http://www.nicta.com.au/research/projects/egov



                           

20

Thank You and Questions
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Backup Slides
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Basic Modeling Notations• U
se Queueing Network as the analytical performance model• S
cheduling discipline is processor sharing (PS)• A
pplying MVA algorithms

Delay server. The total time spent by a
request at a delay server is the request’s

service time.

Queue with load-dependent server. The
average service time of the server

depends on the load.

Queue with load-independent server. The
average service time of the server does

not depend on the load.

Waiting room

Server (resource)


